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ABSTRACT

In recent days, due to rise in the number of applications that are available in application
stores and the complexity of the features they provide, choosing a good app for learning has
become challenging for teachers,students and parents. To assist people in selecting a good
application there are several evaluation frameworks which are proposed in literature. One of
the most well established framework is the iPAC framework which highlights the learner’s
experience in terms of personalization,authenticity and collaboration. But most of the
literature methods are non-automatic and requires human effort hence we are proposing a
system which uses natural language processing and machine learning techniques. These
techniques uses data that is collected from the apps reviews and from the description
provided by the application owner which are available on the application store. We evaluate
the app based on the positive and negative reviews that are provided by the users and
validating them by the positive and negative keywords. We used several classification
algorithms to determine a single algorithm which can give us good accuracy results.
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1. INTRODUCTION

1.1 PROJECT SCOPE

Over the past decade, research has shown that mobile learning is a

promising approach to improve learning effectiveness and experience. For instance,

various studies have examined and demonstrated the positive effect of using mobile

technology and mobile apps on the students’ learning outcomes.But our concern is

that there are many educational applications present in the play store which could

give a lot of confusion to users while selecting a application. In order make the task

of searching easy we can evaluate them using machine learning.

1.2 PROJECT PURPOSE

The educational mobile apps offer innovative opportunities for teachers to

improve students’ learning. Over the past decade, researchers have investigated the

effectiveness of apps in various education domains and proposed new pedagogical

frameworks for mobile learning. However, with the vast, continuously increasing

number of available apps, choosing “the right app” is becoming more and more

difficult and time-consuming for teachers and students . One particular challenge is

to efficiently select an app that appropriately supports the desired learning activities,

assessment strategies, and pedagogical preferences.

1.3 PROJECT FEATURES

The main features of this project are that the designer now functions as a

problem solver and tries to sort out the difficulties that the enterprise faces. The

solutions are given as proposals. The proposal is then weighed with the existing

system analytically and the best one is selected. The proposal is presented to the

user for an endorsement by the user. The proposal is reviewed on user request and

suitable changes are made. This is loop that ends as soon as the user is satisfied

with proposal.
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2. SYSTEM ANALYSIS

SYSTEM ANALYSIS

System Analysis is the important phase in the system development process.

The System is studied to the minute details and analyzed. The system analyst plays

an important role of an interrogator and dwells deep into the working of the present

system. In analysis, a detailed study of these operations performed by the system

and their relationships within and outside the system is done. A key question

considered here is, “what must be done to solve the problem?” The system is

viewed as a whole and the inputs to the system are identified. Once analysis is

completed the analyst has a firm understanding of what is to be done.

2.1 PROBLEM DEFINITION

Currently, The educational mobile apps offer innovative opportunities for

teachers to improve students’ learning. Over the past decade, researchers have

investigated the effectiveness of apps in various education domains and proposed

new pedagogical frameworks for mobile learning. However, with the vast,

continuously increasing number of available apps, choosing “the right app” is

becoming more and more difficult and time-consuming for teachers and students .

One particular challenge is to efficiently select an app that appropriately supports

the desired learning activities, assessment strategies, and pedagogical preferences.

2.2 EXISTING SYSTEM

The “Evaluation of educational apps with app store data” has been

developed to override the problems prevailing in the practicing manual system.

This software is supported to eliminate and in some cases reduce the hardships

faced by this existing system. Moreover this system is effective manner.
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2.2.1 LIMITATIONS OF EXISTING SYSTEM

• Time consuming.

• Tedious process.

To avoid all these limitations and make the working more accurately the

system needs to be implemented efficiently.

2.3 PROPOSED SYSTEM

In this proposed work we are implementing machine learning algorithm for

searching a good application based on the reviews and description for better

understanding of the application. No formal knowledge is needed for the user to

use this system. Thus by this all it provides it is user-friendly. Evaluation of

educational apps as described above, can lead to error free,reliable. It can assist the

user to concentrate on their other activities rather to concentrate on the record

keeping. Thus it will help organization in better utilization of resources.

2.3.1 ADVANTAGES OF THE PROPOSED SYSTEM

The system is very simple in design and to implement.The system

requires very low system resources and the system will work in almost all

configurations. It got following features

• It is faster and effective than the previous existing system.

• Better service.

• User friendliness and interactive.

• Minimum time required.

2.4 FEASIBILITY STUDY

The feasibility of the project is analyzed in this phase and business proposal

is put forth with a very general plan for the project and some cost estimates. During

system analysis the feasibility study of the proposed system is to be carried out.This

is to ensure that the proposed system is not a burden to the company. Three key

considerations involved in the feasibility analysis are
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• Economic Feasibility

• Technical Feasibility

• Social Feasibility

2.4.1 ECONOMIC FEASIBILITY

The developing system must be justified by cost and benefit. Criteria to ensure

that effort is concentrated on project, which will give best, return at the earliest.

One of the factors, which affect the development of a new system, is the cost it

would require.

The following are some of the important financial questions asked during
preliminary investigation:

• The costs conduct a full system investigation.

• The cost of the hardware and software.

• The benefits in the form of reduced costs or fewer costly errors.

Since the system is developed as part of project work, there is no manual cost to

spend for the proposed system. Also all the resources are already available, it give

an indication of the system is economically possible for development.

2.4.2 TECHNICAL FEASIBILITY

This study is carried out to check the technical feasibility, that is, the technical

requirements of the system. Any system developed must not have a high demand

on the available technical resources. The developed system must have a modest

requirement, as only minimal or null changes are required for implementing this

system.

2.4.3 BEHAVIORAL FEASIBILITY

This includes the following questions:

• Is there sufficient support for theusers?

• Will the proposed system cause harm?
The project would be beneficial because it satisfies the objectives when

developed and installed. All behavioral aspects are considered carefully and

conclude that the project is behaviorally feasible.
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2.5 HARDWARE & SOFTWARE REQUIREMENTS

2.5.1 HARDWARE REQUIREMENTS:

Hardware interfaces specifies the logical characteristics of each interface

between the software product and the hardware components of the system.The

following are some hardware requirements.

 Processor : Intel Dual Core@ CPU 2.90GHz.

 Hard disk : 20GB and Above.

 RAM : 2GB and Above.

 Monitor : 5 inches or above.

2.5.2 SOFTWARE REQUIREMENTS:

Software Requirements specifies the logical characteristics of each

interface and software components of the system. The following are some

software requirements,

 Operating system : Windows 7,8,10
 Language : Python
 Database : MySQL 5.0
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3. ARCHITECTURE

3.1 PROJECT ARCHITECTURE

This project architecture shows the procedure followed for Evaluation of
Education Apps with Apps Store Data

Figure 3.1: Project Architecture of evaluation of education apps with app store data

3.2 DESCRIPTION

Data Input: The data that is necessary for the purpose of our study is given.

Analyzing Data : The given data is preprocessed and is sent to the machine

learning algorithm.

ML Feature Extraction: Ml feature extraction is performed create training data

and test

data after creating the training data the algorithm is trained on that data.

Database: Database is used to store the data and to get the when required.

Classification: Classification of the applications based on the reviews will be

done and the application with most positive reviews is found by using ml

algorithm.

Output: The output is shown on the output pane.
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3.3 USE CASE DIAGRAM

In the use case diagram we have basically two actors who are the user

and the algorithm.

Figure 3.2: Use Case Diagram of evaluation of education apps with app store data
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3.4 CLASS DIAGRAM

Class Diagram is a collection of classes and objects.

Figure 3.3: Class Diagram of evaluation of education apps with app store data
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3.5 SEQUENCE DIAGRAM

Figure 3.4: Sequence Diagram of evaluation of education apps with app store data
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3.6 ACTIVITY DIAGRAM

It describes about flow of activity states.

Figure 3.5: Activity Diagram of evaluation of education apps with app store data
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4. IMPLEMENTATION

4.1 SAMPLE CODE
Importing Libraries

import pandas as pd

import numpy as np

from wordcloud import WordCloud, STOPWORDS

import plotly.graph_objs as go

import plotly.express as px

import seaborn as sns

import matplotlib.pyplot as plt

from plotly.offline import init_notebook_mode, iplot

import plotly.offline as py

py.init_notebook_mode(connected=True)

import warnings

warnings.filterwarnings('ignore')

import nltk

from nltk.corpus import stopwords

from nltk.stem import SnowballStemmer, PorterStemmer

from nltk.corpus import stopwords

from nltk.stem.lancaster import LancasterStemmer

from sklearn.feature_extraction.text import TfidfVectorizer

from textblob import TextBlob

from wordcloud import WordCloud, STOPWORDS

Importing data sets

Data = pd.read_csv("app_info.csv")

data.head()

Data Description

data.info()
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data.select_dtypes(include = ['object']).columns.values

data.select_dtypes(include = ['int64', 'float64']).columns.values

data.genreId.unique()

data.androidVersion.unique()

Text Preprocessing

import nltk

import string

import re

df['content']= df['content'].str.lower()

df.head()

df['content'] = df['content'].astype(str)

df.info()# remove all numbers with letters attached to them

alphanumeric = lambda x: re.sub('\w*\d\w*', ' ', x)

# '[%s]' % re.escape(string.punctuation),' ' - replace punctuation with white space

# .lower() - convert all strings to lowercase

punc_lower = lambda x: re.sub('[%s]' % re.escape(string.punctuation), ' ', x.lower())

# Remove all '\n' in the string and replace it with a space

remove_n = lambda x: re.sub("\n", " ", x)

# Remove all non-ascii characters

remove_non_ascii = lambda x: re.sub(r'[^\x00-\x7f]',r' ', x)

# Apply all the lambda functions wrote previously through .map on the comments column

df['content'] =
df['content'].map(alphanumeric).map(punc_lower).map(remove_n).map(remove_non_ascii)

text = cleaner(text)

text = remove_stop_words(text)

text = stemming(text)

return text

df['content'] = df['content'].apply(run)

import re

import string
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# remove all numbers with letters attached to them

alphanumeric = lambda x: re.sub('\w*\d\w*', ' ', x)

# '[%s]' % re.escape(string.punctuation),' ' - replace punctuation with white space

# .lower() - convert all strings to lowercase

punc_lower = lambda x: re.sub('[%s]' % re.escape(string.punctuation), ' ', x.lower())

# Remove all '\n' in the string and replace it with a space

remove_n = lambda x: re.sub("\n", " ", x)

# Remove all non-ascii characters

remove_non_ascii = lambda x: re.sub(r'[^\x00-\x7f]',r' ', x)

# Apply all the lambda functions wrote previously through .map on the comments column

df['content'] =
df['content'].map(alphanumeric).map(punc_lower).map(remove_n).map(remove_non_ascii)

def cleaner(text):

text = text.lower()

text = re.sub("@[^\s]+","",text)

text = text.replace(":)","")

text = text.replace("@","")

text = text.replace("#","")

text = text.replace(":(","")

text = text.replace("|","")

return text

def remove_stop_words(text):

sw = stopwords.words("english")

clean_words = []

text = text.split()

for word in text:

if word not in sw:

clean_words.append(word)

return " ".join(clean_words)

def stemming(text):

ps = PorterStemmer()

text = text.split()

stemmed_words = []
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for word in text :

stemmed_words.append(ps.stem(word))

return " ".join(stemmed_words)

def run(text):

text = cleaner(text)

text = remove_stop_words(text)

text = stemming(text)

return text

df['content'] = df['content'].apply(run)

data = df

comment_words = ''

stopwords = set(STOPWORDS)

# iterate through the csv file

for val in data.content:

# typecaste each val to string

val = str(val)

# split the value

tokens = val.split()

# Converts each token into lowercase

for i in range(len(tokens)):

tokens[i] = tokens[i].lower()

comment_words += " ".join(tokens)+" "

wordcloud = WordCloud(width = 800, height = 800,

background_color ='white',
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stopwords = stopwords,

min_font_size = 10).generate(comment_words)

# plot the WordCloud image

plt.figure(figsize = (8, 8), facecolor = None)

plt.imshow(wordcloud)

plt.axis("off")

plt.tight_layout(pad = 0)

plt.show()

sample = df['content'][1]

print(sample)

testimonial = TextBlob(sample)

pola = testimonial.sentiment.polarity

subj = testimonial.sentiment.subjectivity

print('pola', pola, 'subj', subj)

def polarity(text):

testimonial = TextBlob(text)

polarity = testimonial.sentiment.polarity

return polarity

def subjectivity(text):

testimonial = TextBlob(text)

subjectivity = testimonial.subjectivity

return subjectivity

def senti(text, polarity_threshold=0.2):

testimonial = TextBlob(text)

senti = testimonial.sentiment.polarity

if senti >= polarity_threshold:

return 'Positive'

elif np.abs(senti) < polarity_threshold:
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return 'Neutral'

else:

return 'Negative'

df['polarity'] = df['content'].apply(lambda x: polarity(x))

df['subjectivity'] = df['content'].apply(lambda x: subjectivity(x))

df['sentiment'] = df['content'].apply(lambda x: senti(x))

df.head()

fig, ax = plt.subplots(3, 1, figsize=(15, 15))

sentiments = df['sentiment'].unique()

for i, senti in enumerate(sentiments):

senti_df = df.query('sentiment==@senti')

cloud = ' '.join([tweet for tweet in senti_df['content']])

wc = WordCloud(max_words=2000, width=1600, \

height=800, stopwords=stopwords).generate(cloud)

ax[i].set_title(senti, fontsize=25)

ax[i].axis('off')

ax[i].imshow(wc , interpolation = 'bilinear')

plt.tight_layout()

plt.show()

Model Building

from sklearn import preprocessing

from sklearn.feature_selection import SelectFromModel

from sklearn.model_selection import train_test_split, KFold, cross_val_score

from sklearn.metrics import f1_score, precision_score, recall_score,
precision_recall_curve, fbeta_score, confusion_matrix

from sklearn.metrics import roc_auc_score, roc_curve

from sklearn.model_selection import cross_val_score

from sklearn.metrics import classification_report

from sklearn.metrics import confusion_matrix
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from sklearn.metrics import accuracy_score

df['score'].unique

y = df['score']

from sklearn.metrics import confusion_matrix, accuracy_score, classification_report

from sklearn import metrics

def evaluate(model, X_train, X_test, y_train, y_test):

y_test_pred = model.predict(X_test)

y_train_pred = model.predict(X_train)

print("TRAINIG RESULTS: \n===============================")

clf_report = pd.DataFrame(classification_report(y_train, y_train_pred,
output_dict=True))

print(f"CONFUSION MATRIX:\n{confusion_matrix(y_train, y_train_pred)}")

print(f"ACCURACY SCORE:\n{accuracy_score(y_train, y_train_pred):.4f}")

print(f"CLASSIFICATION REPORT:\n{clf_report}")

print("TESTING RESULTS: \n===============================")

clf_report = pd.DataFrame(classification_report(y_test, y_test_pred, output_dict=True))

print(f"CONFUSION MATRIX:\n{confusion_matrix(y_test, y_test_pred)}")

print(f"ACCURACY SCORE:\n{accuracy_score(y_test, y_test_pred):.4f}")

print(f"CLASSIFICATION REPORT:\n{clf_report}")

Accuracy Comparison

scores = [lr_score,svm_score,neigh_score,gnb_score,clf_score,dt_score]

Model = ('Logistic Regression','SVM','KNeighbors Classifier','Naïve Bayes','Random
Forest Classifier','Decision Tree Classifier') y_pos = np.arange(len(Model))

print(y_pos)

print(scores)

import matplotlib.pyplot as plt2

plt2.barh(y_pos, scores, align='center', alpha=0.5,color='blue')

plt2.yticks(y_pos, Model)

plt2.xlabel('Score')

plt2.title('Accuracy comparison')

plt2.show()
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4. SCREEN SHOTS

5.1 Training Result of Logistic Regression

Screenshot 5.1 Training Result of Logistic Regression
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5.2 Training Result of SVM(Support Vector Machine)

Screenshot 5.2 Training Result of Support Vector Machine
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5.3 Training Result Naive Bias

Screenshot 5.3 Training Result of Naive Bias
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5.4 Training Result of KNN Classifier

Screenshot 5.4 Training Result of KNN Classifier
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5.5 Training Result of Random Forest

Screenshot 5.5 Training Result of Random Forest
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5.6 Training Result of Decision Tree

Screenshot 5.6 Training Result of Decision Tree Classifier
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5.7 Educational Apps Ranking Result

Screenshot 5.7 Educational Apps Ranking Result

5.8 Accuracy Comparison Result

Screenshot 5.7 Accuracy Comparison Result
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6. TESTING

6.1 INTRODUCTION TO TESTING

The purpose of testing is to discover errors. Testing is the process of trying to

discover very conceivable fault or weakness in a work product. It provides a way to

check the functionality of components, sub-assemblies, assemblies and/or a finished

product. It is the process of exercising software with the intent of ensuring that the

Software system meets its requirements and user expectations and does not fail in an

unacceptable manner. There are various types of test. Each test type addresses a

specific testing requirement.

6.2 TYPES OF TESTING
6.2.1 UNIT TESTING

Unit testing involves the design of test cases that validate that the internal

program logic is functioning properly, and that program inputs produce valid

outputs. All decision branches and internal code flow should be validated. It is the

testing of individual software units of the application .it is done after the

completion of an individual unit before integration. This is a structural testing, that

relies on knowledge of its construction and is invasive. Unit tests perform basic

tests at component level and test a specific business process, application, and/or

system configuration. Unit tests ensure that each unique path of a business process

performs accurately to the documented specifications and contains clearly defined

inputs and expected results.

6.2.2 INTEGRATION TESTING

Integration tests are designed to test integrated software components to

determine if they actually run as one program. Testing is event driven and is more

concerned with the basic outcome of screens or fields. Integration tests demonstrate

that although the components were individually satisfaction, as shown by

successfully unit testing, the combination of components is correct and

consistent. Integration testing is specifically aimed at exposing the problems that

arise from the combination of components.
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6.2.3 FUNCTIONAL TESTING

Functional tests provide systematic demonstrations that specified by the
business and technical requirements,functions tested are available as system doc
umentation, and user manuals.

Functional testing is centered on the following items: functions tested are availa
ble as system documentation, and user

Valid Input : identified classes of valid input must be accepted.

Invalid Input : identified classes of invalid input must be rejected.

Functions : identified functions must be exercised.

Output : identified classes of application outputs must be exercised.

Systems/Procedures: interfacing systems or procedures must be invoked.

Organization and preparation of functional tests is focused on requireme
nts, key-functions, or special test cases. In addition, systematic coverage pertaini
ng to identify Business process flows; data fields, predefined processes.

6.3 TEST CASES

S.NO INPUT If available If not available

1 Upload dataset Dataset loaded There is no process

2 Data exploration Visualize data to uncover

insights

We cant explore

3 Data preprocessing Process of transforming raw

data into understandable data

We cant process

4 Model generation Algorithm’s accuracy displayed Algorithm not executed

5 Accuracy comparison

graph

Comparison graph displayed Prediction not done
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7. CONCLUSION & FUTURESCOPE

7.1 PROJECT CONCLUSION
This study helps in Automating the process of evaluating educational apps

which helps the students in choosing a good application for the purpose of online
education. The iPAC framework is a well-established pedagogical framework for
evaluating education apps along the dimensions: personalization, authenticity, and
collaboration. We extended the initial keyword base of the iPAC framework with a
data-driven approach based on online user reviews. Based on these keywords, we
introduced a machine learning approach to identify and rank iPAC-based apps
automatically. We achieved promising classification results, including an F1 score of
72%.

7.2 FUTURE SCOPE
Furthermore, we were able to show a moderate positive Spearman’s rank

correlation of 0.54 between the domain experts’ app ranking and our feature-based
app ranking. Our qualitative insights into identified iPAC-based apps and app reviews
showed that our approach could capture iPAC-based app features as well as user
feedback on the iPAC dimensions. We suggest a user-interface example of an
education app search tool and showcase potential user scenarios for teachers, students,
and vendors. We explain how our approach could enable the development of this tool.
Thereby, this article fosters the mutual understanding between app vendors and
teachers about textual app data and user feedback in app stores and beyond.
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ABSTRACT 

In recent days, due to rise in the number of applications that are available in application stores and the 

complexity of the features they provide, choosing a good app for learning has become challenging for 

teachers,students and parents. To assist people in selecting a good application there are several evaluation 

frameworks which are proposed in literature. One of the most well established framework is the iPAC 

framework which highlights the learner’s experience in terms of personalization,authenticity and collaboration. 

But most of the literature methods are non-automatic and requires human effort hence we are proposing a 

system which uses natural language processing and machine learning techniques. These techniques uses data 

that is collected from the apps reviews and from the description provided by the application owner which are 

available on the application store. We evaluate the app based on the positive and negative reviews that are 

provided by the users and validating them by the positive and negative keywords. We used several classification 

algorithms to determine a single algorithm which can give us good accuracy results. 

Key Words: App Description, App Reviews, Machine Learning, Natural language processing. 

INTRODUCTION 

Educational mobile apps offer innovative opportunities for teachers to improve students’ learning. Over the past decade, 

researchers have investigated the effectiveness of apps in various education domains and proposed new pedagogical 

frameworks for mobile learning. However, with the vast, continuously increasing number of available apps, choosing 

“the right app” is becoming more and more difficult and time-consuming for teachers and student. One particular 

challenge is to efficiently select an app that appropriately supports the desired learning activities, assessment strategies, 

and pedagogical preferences.Teachers may use one of many existing digital frameworks to evaluate educational apps. 

However, most of them require a manual evaluation regarding different characteristics, which is time-consuming. 

Numerous frameworks have been proposed in the literature, ranging from complex multilevel models to smaller 

frameworks that often omit important sociocultural characteristics of mobile learning. Common themes include 

interactivity, control, communication, mobility of learners, and portability of mobile learning devices. The theoretical 

underpinning for this study is a robust and validated mobile pedagogical framework called iPAC. Grounded in 

sociocultural theory, it focuses on three distinctive mobile learning evaluation dimensions: personalization, authenticity,  

and collaboration. 

LITERATURE SURVEY 

Disrupting Education UsingSmart Mobile Pedagogies: Smart Pedagogy for Technology Enhanced Learning 

As mobile technologies become more multifaceted and ubiquitous in society, educational researchers are investigating 

the use of these technologies in education. A growing body of evidence shows that traditional pedagogies still dominate 

the educational field and are misaligned with the diverse learning opportunities offered by the use of mobile 

technologies. There is an imperative to question those traditional notions of education, including how, where and when 

teaching and learning are enacted, and to explore the possible mediating roles of new mobile technologies. New smart 

pedagogies, which embrace the affordances offered by mobile technologies, have the potential to disrupt notions of 

schooling. 

Mobile apps for learning vocabulary: Categories, evaluation and design criteria for teachers and developers 

In this article the authors discuss the potential for mobile devices, mainly smartphones and tablets, to be used for 

language learning, offering frameworks for users to apply, including the categorisation of the different contexts and 

applications apps. They suggest critical success factors, including the importance of the user interface design and a 

taxonomy of interactivity and mobile "affordances" for publishers, developers, and users to consider when either 

evaluating existing apps, or developing their own mobile learning materials. The authors illustrate how these 

frameworks and taxonomies can work by applying them to the area of vocabulary learning. The article includes two 

case studies of app development projects in which one of the authors has had direct involvement to explore the relative 
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benefits and dis-benefits of re-versioning existing CDROM-based materials against developing an entirely new mobile 

learning app. Finally, they discuss the potential chasm between those interested in the potential of mobile language 

learning, including developers with insufficient knowledge of pedagogy, and language teachers who know about 

pedagogy, but have little interest in mobile learning. The article concludes with recommendations about how to 

overcome this divide with suggestions on how developers could make their language learning apps more pedagogically 

useful. 

A review of models and frameworks fordesigning mobile learning experiences and environments 

Mobile learning has become increasingly popular in the past decade due to the unprecedented technological affordances 

achieved through the advancement of mobile computing, making ubiquitous and situated learning possible. At the same 

time, there have been research and implementation projects whose efforts centered on developing mobile learning 

experiences for various learners’ profiles, accompanied by the development of models and frameworks for designing 

mobile learning experiences. This paper focuses on categorizing and synthesizing models and frameworks targeted 

specifically on mobile learning. A total of 17 papers were reviewed, and the models or frameworks were divided into 

five categories and discussed: 1) pedagogies and learning environment design; 2) platform/system design; 3) technology 

acceptance; (4) evaluation; and 5) psychological construct. This paper provides a review and synthesis of the 

models/frameworks. The categorization and analysis can also help inform evaluation, design, and development of 

curriculum and environments for meaningful mobile learning experiences for learners of various demographics. 

Mobile learning for science and mathematics school education: A systematic review of empirical evidence 

The ubiquity, flexibility, ease of access and diverse capabilities of mobile technologies make them valuable and a 

necessity in current times. However, they are under-utilized assets in mathematics and science school education. This 

article analyses the high quality empirical evidence on mobile learning in secondary school science and mathematics 

education. Our study employed a Systematic Literature Review (SLR) using well-accepted and robust guidelines. The 

SLR resulted in the detailed analysis of 49 studies (60 papers) published during 2003–2016. Content and thematic 

analyses were used to ascertain pedagogical approaches, methodological designs, foci, and intended and achieved 

outcomes of the studies. The apps and technologies used in these studies were further classified for domain, type and 

context of use. The review has highlighted gaps in existing literature on the topic and has provided insights that have 

implications for future research. 

PROPOSED SYSTEM 

In this article, we introduce an approach to automate the identification and comparison of iPAC relevant apps. We 

experiment with natural language processing and machine learning techniques, using data from the app description and 

app reviews publicly available in app stores. We further empirically validate the keyword base of the iPAC framework 

based on the app users’ language in app reviews. 

METHODOLOGY 

A. System Architecture 
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B. Modules 

Data Input: The data that is necessary for the purpose of our study is given. 

 

Analyzing Data : The given data is preprocessed and is sent to the machine learning algorithm. 

 

ML Feature Extraction:Ml feature extraction is performed create training data and test data after creating 

the training data the algorithm is trained on that data.   

 

Database:Database is used to store the data and to get the when required.  

 

Classification: Classification of the applications based on the reviews will be done and the application with 

most positive reviews is found. 

 

Output: Results are given. 

C. Methods 

 

1. Logistic Regression : Logistic regression is one of the most popular Machine Learning algorithms, 

which comes under the Supervised Learning technique. It is used for predicting the categorical dependent 

variable using a given set of independent variables. Logistic regression predicts the output of a categorical 

dependent variable.Linear regression is used for generating continuous values like the price of the house, 

income, population, etc. In logistic regression, we generally compute the probability which lies between 

the interval 0 and 1 (inclusive of both). Then probability can be used to classify the data. 

 

2. SVM : Support Vector Machine(SVM) is a supervised machine learning algorithm used for both 

classification and regression. Though we say regression problems as well its best suited for classification. 

The objective of SVM algorithm is to find a hyperplane in an N-dimensional space that distinctly classifies 

the data points.Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, 

which is used for Classification as well as Regression problems. However, primarily, it is used for 

Classification problems in Machine Learning. 

 

3. Knn classifier : This article concerns one of the supervised ML classification algorithm-KNN(K 

Nearest Neighbors) algorithm. It is one of the simplest and widely used classification algorithms in which a 

new data point is classified based on similarity in the specific group of neighboring data points. This gives a 

competitive result.KNN aims for pattern recognition tasks. K-Nearest Neighbor also known as KNN is a 

supervised learning algorithm that can be used for regression as well as classification problems. Generally, it 

is used for classification problems in machine learning. 

 

4. Naïve Bayes : Naïve Bayes is one of the fast and easy ML algorithms to predict a class of datasets. It 

can be used for Binary as well as Multi-class Classifications. It performs well in Multi-class predictions as 

compared to the other Algorithms. It is the most popular choice for text classification problems.Naive Bayes 

uses a similar method to predict the probability of different class based on various attributes. This algorithm 

is mostly used in text classification and with problems having multiple classes. 

 

5. Random Forest Classifier: Random forest is a Supervised Machine Learning Algorithm that is used 

widely in Classification and Regression problems. It builds decision trees on different samples and takes 

their majority vote for classification and average in case of regression.It can perform both regression and 

classification tasks. A random forest produces good predictions that can be understood easily. It can handle 

large datasets efficiently. The random forest algorithm provides a higher level of accuracy in predicting 

outcomes over the decision tree algorithm. 
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OUTPUT 

Accuracy comparison results 

 

Output fig 1: Accuracy comparison bar graph result 

CONCLUSION AND FUTURE WORK 

This study helps in Automating the process of evaluating educational apps which helps the students in choosing a good 

application for the purpose of online education. The iPAC framework is a well-established pedagogical framework for 

evaluating education apps along the dimensions: personalization, authenticity, and collaboration. We suggest a user-

interface example of an education app search tool and showcase potential user scenarios for teachers, students, and 

vendors. We explain how our approach could enable the development of this tool. Thereby, this article fosters the 

mutual understanding between app vendors and teachers about textual app data and user feedback in app stores and 

beyond. 
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